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ABSTRACT

Sinks usually broadcast their addresses for data collection in sensor networks. However, this common operation opens up
vulnerability for adversary to attack the sinks and obstruct their normal functions. In this paper, we suggest sink anonymity
as a novel approach for data collection, which protects the privacy of the sinks and avoids them from becoming the target
of attacks. We provide sink anonymity by omitting the address of the sink in routing, so that the identity and location of
the sink are kept private. Our proposed Randomized Routing with Hidden Address (RRHA) scheme prevents the attackers
from obtaining the receiver address by capturing the destination field of the packets or predicting the location of the sinks by
observing the flow of network traffic. We examined the successful delivery rate, packet travel delay, and protection strength
of our proposed scheme by both analysis and simulations. Copyright © 2010 John Wiley & Sons, Ltd.
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1. INTRODUCTION

A wireless sensor network (WSN) is composed of numerous
small sensing devices with limited communication range.
Sensors collect data samples from the environment and
report them to the sinks through hop-by-hop communica-
tions [1,2]. Most of the existing routing protocols in sensor
networks are based on geographic routing [3--6], in which
the sensors know their neighbors and the location of the
sinks. In geographic routing, a sensor usually forwards the
packet to the next hop that is closest to the sink, though
sometimes it may also consider some additional factors, like
delay [4,7,8] and energy consumption [6,9], etc. In order to
route a packet to the sink, a sensor must know the desti-
nation field of the packet and the location of the sink. The
sink usually broadcasts its location to all the sensors in the
network. However, this mechanism allows the adversary to
locate and attack the sink easily. To address this problem,
we propose sink anonymity in data collection and routing
for sensor networks. Sink anonymity hides the identity and
location of the sink and protect its privacy.

Location privacy in sensor networks has attracted much
attentions recently. The destination nodes or the sinks,
whose locations are discovered by the adversary, may
become the targets of the attacks. For example, a soldier,
who carries a receiver, will be in great danger if being cap-

tured. It is therefore very important to protect sink location
privacy in sensor networks. Traffic-analysis attacks, which
are performed by adversary who discovers the receiver loca-
tion by observing the flow of network traffic, have been
widely studied. The problem was addressed by dummy
packets injection, but this approach increases the network
traffic heavily [10--12]. In addition, it does not consider
active attackers who can compromise a node and read the
header field of a packet to identify the receiver.

In this paper, we provide sink anonymity in sensor net-
works to protect the identity and location privacy of the
sink. We propose a novel Randomized Routing with Hidden
Address (RRHA) scheme which keeps the identity and loca-
tion of the sink secret in the network. Sensors do not know
who and where the sink is when routing the packets. Our
scheme does not include the destination field in the header
of the packets. The packets are routed from the source to
the sink along a random path without a specific destination.
When the packet travels along the path and arrives the sink,
the sink will decrypt and read the message silently. The
packet continues traveling until a predefined hop count is
reached. Our system can prevent attackers from capturing
or predicting the receiver location by reading the destination
field of the packet or observing the network traffic. Keeping
the identity and location of the sink private can prevent the
sink from becoming the target of attacks. We also exam-
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ine the successful delivery probability and the overheads of
our scheme, which are affected by the number of sinks, the
number of random paths and the path length for delivering
the packets.

The remainder of the paper is organized as follow. In
Section 2, we describe some related work in the area. In
Section 3, we discuss the network model and threat model.
In Section 4, we present our Randomized Routing with Hid-
den Address (RRHA) scheme for providing sink anonymity
in WSNs. Sections 5 and 6 summarize the analytical and
simulation results, and we conclude the paper in Section 7.

2. RELATED WORK

Privacy issues in sensor networks, especially location pri-
vacy [10,11,13,14], have been studied in recent years. The
random walk based phantom flooding scheme [11] is pro-
posed to defend against an external adversary who attempts
to trace back to the data source in sensor networks and
provide source location privacy of the sink. A path per-
turbation algorithm [15] is also proposed to cross paths in
areas where at least two users meet which intends to make
the attackers confuse the paths of different users. Although
the random routing approach can protect the network from
local adversaries who overhear and analyze the traffic pas-
sively, it cannot defend against active attackers who are able
to capture and read the receiver location in a packet.

Other schemes, like ConstRate and ProbRate, which
introduce dummy traffic to hide the real event sources,
are proposed to provide source event unobservability in
the network [12,16]. Even though some dummy packets
can be dropped on their way, the injected dummy traffic
still increases the packet delay and consumes more energy
in sensor nodes. Also, these schemes focus on source pri-
vacy, which are different from our goal of providing sink
anonymity and protecting the location and identity of the
sinks. Privacy-preserving data aggregation has also been
studied in WSN to obfuscate the individual sensor read-
ings. Similar ideas of hiding the locations and readings of
sensors have been applied for key management and data
aggregation in WSNs [17].

Multpath routing and fake message injection are intro-
duced in Reference [18] to provide receiver privacy.
However, it concentrates on the traffic-analysis attack,
which determines the location of the sink through the mea-
surement of traffic rates at various locations. Another recent
work is proposed to protect receiver-location privacy in
WSNs by providing path diversity in combination with
fake packet injection [10]. It is solving a similar problem
as we do, but it considers only passive attackers who cap-
ture the receiver by eavesdropping and performing network
traffic analysis. In this work, we also protect the network
from active attackers who can compromise an intermediate
node and capture the packet. We provide sink anonymity by
keeping the location of the sink secret to the nodes in the
network. Our proposed RRHA scheme excludes the loca-
tion of the sink from the header of the packets. Hence, even
the attackers can read the packets, they still cannot achieve

the location of the sink. Moreover, our approach does not
require injection of extra fake packets, so the network traffic
can be reduced.

3. NETWORK AND THREAT
MODELS

3.1. Network model

A wireless sensor network consists of a number of sensors
deployed in an area, together with one or multiple sink(s).
Each sensor has a transmission range r for wireless commu-
nication which allows it to exchange messages directly with
its neighboring nodes. Packets rely on multi-hop transmis-
sions to reach the destinations that are located farther away
from the source.

Since sensors have limited storage, communication range
and computation power, they cannot afford the relatively
heavy-load asymmetric cryptography. Instead, they use
symmetric cryptographic primitives to provide data con-
fidentiality, authentication, integrity, and freshness of the
message [19,20]. We assume that each sensor i shares an
unique symmetric key Ki with the sink. Note that multiple
sinks can share the same symmetric key Ki with i.

We provide sink anonymity in sensor network, where
sensors do not know the ID and location of the sinks. The
packets are forwarded randomly in the network. When a
packet arrives a sink, the sink will check if the packet is
of its interest. If so, it will decrypt the packet with the
corresponding symmetric key and read the message.

3.2. Threat model

We consider attackers who aim at identifying and attack-
ing the sinks. They may discover the location of a sink by
capturing an intermediate node along the path and read-
ing the destination field of the packets. The widely adopted
geographic routing protocols in sensor networks [3--6] are
vulnerable to this special kind of attack as the location of
the receiver must be included in the destination field of a
packet for routing.

Apart from that, some attackers may monitor the network
traffic passively and predict the location of the receiver.
Since the receiver is likely to be the sink in many sensor net-
work applications, the attackers may notice a large amount
of traffic flows toward the sink. These passive attackers
are usually equipped with some supporting devices, such
as antenna, which allow them to eavesdrop the delivery of
packets and perform some simple traffic analysis. They can
also predict the direction of the receiver based on the signals
that they overheard.

3.3. Notations

We use the following notations (see Table I to describe the
cryptographic operations in this paper which are mainly
adopted from Reference [19].

78 Security Comm. Networks 2016; 9:77–86 © 2010 John Wiley & Sons, Ltd.
DOI: 10.1002/sec



E. C.-H. Ngai Sink anonymity for wireless sensor networks

Table I. Notations.

Y 1|Y 2 Concatenation of messages Y 1 and Y 2
Ki Secret (symmetric) key that is shared between node i and the sink(s)
{Y }Ki

Encryption of message Y with the symmetric key shared by node i and sink(s)
L Length of path
M Number of paths
Ns Number of sensors
NBS Number of sinks
P (S) Successful packet delivery probability
P [h = i ] Probability that the packet takes i hops to the sink(s)
� Data rate at sources
1/� Packet transmission delay
p Packet generation probability
Q Average hop-to-hop delay
E [T ] Average packet delay

4. PROVIDING SINK ANONYMITY

4.1. Randomized routing with hidden
address (RRHA)

When a sensor i reports its measurement to the sink, it
encrypts the message with its symmetric key Ki and for-
wards the packet along a random path. Unlike many existing
routing algorithms [3--6], the location or ID of the sink is
not included in the packet. The advantage of this approach
is to avoid the attackers from obtaining the destination of
the packet even they can capture the intermediate nodes and
read the packet.

Since i does not know the location of the sink, it for-
wards the packet randomly to any of its neighbors. When
the next hop j receives the packet, it again forwards the
packet to one of its neighbors k randomly and increases the
hop count field H in the packet by one. The hop count field
H in the header of the packet is initialized to zero by the
source node. It indicates the number of hops that the packet
has traveled. The above forwarding process repeats hop-by-
hop until H = L, where L is the pre-defined length of the
random path. Note that the packet will continue traveling
in the network even it has already reached any of the sinks.
Similarly, it is possible that the packet has never visited any
sink at the end of its travel.

More specifically, node i sends the packet in this format
< i|Ytype|H |YKi

>, where Ytype is the type of message in
the packet, YKi

is the message encrypted by symmetric key
Ki of node i, and H is the number of hops traveled by the
packet. The message type Ytype allows the sink to recognize
the content of the packet. The sink will only decrypt the
packet that contains messages of its interest.

A packet may store the ID of the nodes that it has
visited, such that the following intermediate nodes can
avoid re-visiting them. This mechanism increases the
chance for the packet to reach the sink as one can visit
more different nodes. It can be achieved by concatenat-
ing the ID of the intermediate nodes to the packet, i.e.
< i|Ytype|H |YKi

|ID1|ID2| . . . |IDH >, where ID1, . . . , IDH

are the IDs of the nodes being visited.

Moreover, instead of sending the packet along a sin-
gle path, the packet can be delivered by multiple paths to
increase its chance to reach the sink. For instance, the source
node may send the packet to M neighbors, then these neigh-
bors will forward the packet along different random paths
independently.

4.2. An example

Figure 1 shows an example of multiple random paths for
delivering a packet with M = 3. The source node s forwards
the packet with three different random paths. The packet is
delivered successfully as long as any of the paths passes
through the sink.

Since the packet does not include any destination field,
so an active adversary A1 cannot achieve the location of the
receiver even it can capture an intermediate node and read
the packet. In our scheme, all sensors including s do not
know the location of the sink. The packet keeps traveling
until L = 8, no matter it has visited the sink or not. Con-
sider another passive adversary A2, which is equipped with
an antenna to overhear the network traffic, cannot predict
the sink location by traffic monitoring as the packet travels
along a random path with no specific destination. The flow
of the packet is totally independent of the location of the
sink.

5. ANALYTICAL RESULTS

5.1. Successful packet delivery probability

A packet is delivered successfully if it visits any of the sinks
along its random path. We denote P(S) as the probability
that the packet is delivered to the sink successfully which
can be calculated by

P(S) = 1 −
(

L

0

)
p0

BS(1 − pBS)L

= 1 − (1 − pBS)L (1)
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Figure 1. Randomized routing with multiple paths. Source node
s forwards the packet with three different random paths. It
increases the probability that a packet can reach the sink. The
packet is delivered successfully to the sink on Path 1 in this

example.

where pBS = NBS/Ns is the probability that a node
being visited is a sink, NBS is the total number of
sinks and Ns is the total number of sensors in the
network.

In multiple path routing, a packet is forwarded along
multiple random paths to increase its probability to reach
the sink. The probability of successful delivery PM(S) then
becomes

PM(S) = 1 − [1 − P(S)]M

= 1 − [1 − (1 − (1 − pBS)L)]M

= 1 − (1 − pBS)LM (2)

where M is the number of random paths for delivering the
packet and L is the length of the random paths. Note that we
assumed all the M paths are independent (i.e, without any
common node). This assumption is reasonable for medium-
to large-scale WSNs.

Figure 2 shows the successful delivery probability of the
packets varying the path length L. The successful deliv-
ery probability increases with L as a packet will visit
more nodes on a longer path, so that it has a higher
probability to reach the sink. The results also indicate
that the successful delivery probability increases when
the number of random paths M and the probability pBS

increase.
Given a required successful delivery probability P ′(S),

the path length L that a packet should travel can be estimated
by

1 − (1 − pBS)LM ≥ P ′(S)

L ≥ log(1 − P ′(S))

M log(1 − pBS)
(3)

0 5 10 15 20 25 30
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Path length (L)

P
ro

ba
bi

lit
y 

of
 s

uc
ce

ss
fu

l d
el

iv
er

y

pBS=0.05, M=1
pBS=0.10, M=1
pBS=0.15, M=1
pBS=0.05, M=2
pBS=0.10, M=2
pBS=0.15, M=2
pBS=0.05, M=3
pBS=0.10, M=3
pBS=0.15, M=3

Figure 2. Successful delivery probability varying the path length.
The packets have higher probability to be delivered to the sink
on longer paths as they can visit more nodes. The successful
delivery probability also increases when pBS and M increase.

5.2. Packet travel delay

Packet travel delay is the time that a packet has taken to
reach the sink. It may be shorter than or equal to the total
travel time of the packet as the sink may be located at any of
the intermediate nodes along the path. If the packet reaches
the sink(s) more than once, then the delay is measured as
the first time that the packet reaches the sink.

If there are M multiple paths, the probability that at
least one path can reach the sink in the next hop q, can
be calculated by

q = 1 − (1 − pBS)M (4)

The probability that a packet takes i hops to sink, P[h =
i], becomes

P[h = i] = (1 − q)i−1q (5)

where 1 ≤ i ≤ L and L is the length of the paths.
The average packet travel delay E[T ] with path length L

is

E[T ] =
L∑

i=1

iQ
P[h = i]

P(S)
(6)

where P(S) = ∑L

i=1 P[h = i] = 1 − (1 − pBS)LM is the
successful packet delivery probability, Q is the average
delay (queueing and transmission) through each hop which
we will approximate using a M/M/1 queue yielding

Q = µ−1

1 − ρ
(7)
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Figure 3. Average packet travel delay with four sinks, � = 80 pkt/s, � = 1 pkt/s and (a) p = 0.1, (b) p = 0.5.

where ρ = λpLM/µ, λ is the data rate at sources, p is the
packet generation probability, and 1/µ is the link transmis-
sion delay per packet plus any processing delay through a
node.

The average packet travel delay then becomes

E[T ] = µ−1

1 − ρ

L∑
i=1

i
(1 − q)i−1q

1 − (1 − pBS)LM
(8)

Figure 3(a) and (b) shows the average packet travel delay
varying path length L with p = 0.1 and p = 0.5 respec-
tively. In Figure 3(a), the average packet delay with M = 3
is slightly lower than that with M = 1 and M = 2 when
L increases. It is because the average hop counts to the
sink at M = 3 is lower than M = 1 and M = 2. However,
the hop-to-hop delay Q increases when the network traffic
increases with a larger p in Figure 3(b). The delay becomes
longer with M = 3 as it involves three times of network traf-
fic compared with M = 1. Hence, the average delay with
M = 3 in Figure 3(b) is higher than that with M = 1 and
M = 2.

5.3. Energy consumption

The energy consumption of a packet, which depends on the
length of path L, can be obtained by

E = LMEv (9)

where Ev is the energy for transmitting and receiving a
packet from one node to another [21,22].

Table II. Simulation settings.

Network area 100 m × 100 m
Number of sensors 100
Sensor distribution Uniform random
Number of Sinks 1–6
Radio range 20 m
MAC layer IEEE 802.11
Data sources probability p

Data rate 1pkt/s

6. SIMULATION RESULTS

We evaluate the performance of our randomized routing
scheme for providing sink anonymity with ns-2 [23] sim-
ulations. The simulation settings are mainly drawn from
References [4,7,24], which are summarized in Table II. The
network considered has a total of 100 sensors which are
deployed in a 100 m × 100 m square with uniform random
distribution with a communication range 20 m. The simu-
lation settings are mainly drawn from References [4,7,24].
We focus on a WSN which collects and reports sensing data
to the sink constantly. Any of the sensors has a probabil-
ity p to be the source of routine data and generates data
independently of the other nodes at a rate of 1pkt/s.

6.1. Successful packet delivery rate

We fixed the number of sinks to four and placed them at
locations (25, 25), (25, 75), (75, 25), and (75, 75) in this
experiment. We measure the successful delivery rate of
packets from the sources to the sinks varying the path length
with p = 0.1 and p = 0.5. Figure 4(a) and (b) shows that
the successful delivery rate increases when the length of
path increases. It is because a packet will visit more nodes
on a longer path, so it has higher probability to reach the

81Security Comm. Networks 2016; 9:77–86 © 2010 John Wiley & Sons, Ltd.
DOI: 10.1002/sec



Sink anonymity for wireless sensor networks E. C.-H. Ngai

 0

 0.2

 0.4

 0.6

 0.8

 1

 5  10  15  20  25  30

S
uc

ce
ss

fu
l R

at
e

Path Length

Simulation with M=1
Simulation with M=2
Simulation with M=3

Analysis with M=1
Analysis with M=2
Analysis with M=3

 0

 0.2

 0.4

 0.6

 0.8

 1

 5  10  15  20  25  30

S
uc

ce
ss

fu
l R

at
e

Path Length

Simulation with M=1
Simulation with M=2
Simulation with M=3

Analysis with M=1
Analysis with M=2
Analysis with M=3

(a) (b)

Figure 4. Successful packet delivery rate with four sinks and (a) p = 0.1, (b) p = 0.5.

sink. The successful delivery rate also increases with the
number of random paths M. Since a packet will be sent
along multiple random paths if M > 1, the chance that one
or more packets on these M random paths can reach the sink
becomes higher. From the two figures, there is not much dif-
ference on the successful packet delivery rate in networks
with low and high traffic rates. The analytical results are
also plotted in the two figures for comparisons.

Next, we vary the number of sinks from 1 to 6. Figure 5(a)
and (b) shows the successful delivery rate with the length of
random path L = 20. The successful delivery rate increases
when the number of sink increases. It is because a packet has
higher probability to reach any of the sinks when there are
more of them in the network. Again, the successful delivery

rate with more random paths M will be higher than that with
a smaller M.

6.2. Packet travel delay

We examine the average packet travel delay from the
sources to the sinks with NBS = 4. The packet travel delay
measures the time that a packet takes from the source to the
sink at the first time. If multiple paths are adopted in ran-
domized routing, i.e. M > 1, the delay measures the time
that the earliest packet taken to reach the sink.

Figure 6(a) and (b) shows the packet travel delay vary-
ing the length of random path with p = 0.1 and p = 0.5,
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Figure 5. Successful packet delivery rate with L = 20 and (a) p = 0.1, (b) p = 0.5.
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Figure 6. Packet travel delay with four sinks and (a) p = 0.1, (b) p = 0.5.

respectively. The packet travel delay is quite low when
p = 0.1 as there are only ten sources in the network. The
packet travel delay increases with the path length. It is
because the total traffic in the network increases when each
packet travels more hops. When the number of random paths
M increases, a packet will be forwarded by multiple paths,
so it can visit more nodes. Since the packet travel delay
measures the time that a packet arrive the sink the earli-
est among the multiple paths, the packet travel delay may
become lower. However, the packet travel delay increases
dramatically when M = 3 and L = 30 due to network con-
gestion.

Figure 6(b) shows that the packet travel delay with p =
0.5 is much higher than that with p = 0.1 in Figure 6(a).
There are 50 sources in the network when p = 0.5, so the
network congestion causes the increased packet travel delay.
In this situation, multi-path forwarding may degrade the
performance.

We repeat the above experiment varying the number of
sinks with L = 20. Figure 7(a) and (b) shows the results
of the same experiment with p = 0.1 and p = 0.5 respec-
tively. When we increase the number of sinks in the network,
the average packet delay will decrease. In a network with
low traffic, the packet travel delay decreases when M
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Figure 7. Packet travel delay with L = 20 and (a) p = 0.1, (b) p = 0.5.
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increases as shown in Figure 7(a). On the contrary, the
packet travel delay in a congested network increases when
M increases as shown in Figure 7(b).

Note that the packet delays with only one sink is lower
than that with two sinks in Figure 7(a). It might due to the
randomness in simulations at a low data generation prob-
ability p = 0.1. In this settings, it is possible that many
packets could not reach the sink, while the packets that
reached the sink have very low delay. This could hap-
pen if the random data sources are located either very
close or very far away from the only sink in the sim-
ulation. On the other hand, these extreme cases become
rarer when we introduce more sinks in the network. Since
the average distances between the sinks and the data
sources would be shortened, it is more likely to have
evenly distributed hop counts from the data sources to the
sinks.

Figure 8(a) shows the average number of transmissions
for the packets generated every second. We vary p from 0.1
to 0.5 to activate 10 to 50 source nodes in the network. It
compares the results of RRHA with Location Privacy Rout-
ing (LPR) and Shortest Path Routing (SPR). LPR applies
randomized routing with dummy packet injection to pro-
vide receiver privacy [10], while SPR is the traditional
shortest path geographic routing algorithm [5]. Both the
path length in RRHA and the TTL for the dummy pack-
ets in LPR are set to 10 hops. The results show that LPR
generates more traffic than RRHA. LPR also brings higher
packet delay as shown in Figure 8(b). Note that some pack-
ets are dropped due to network congestion when p = 0.4
and p = 0.5 in LPR, so its packet delay is decreased slightly.
The packet delay of SPR indicates the lower bound for
transmitting the packets from the sources to the sinks.
Although SPR generates much less traffic than LPR and
RRHA, it provides no privacy protection at all for the
sinks.

From the simulation results in Sections 6.1 and 6.2, there
exists a trade-off between successful packet delivery rate
and packet travel delay. To achieve a good balance between
the two metrics, we can optimize them jointly based on
the application requirements. Given the required successful
packet delivery, we can obtain the combinations of L and
M that can satisfy the required successful packet delivery
from Eq(4). Similarly, we can look up the combinations of
L and M that can satisfy the required packet travel delay
from Eq(9). Then, we can choose the combination of L and
M with minimum values, i.e. minimum LM, to configure
the system.

6.3. Protection strength

We evaluate the protection strength of RRHA by showing
the probability that the sink privacy will be revealed by
various kinds of attacks in Table III. Both LPR [10] and
SPR [5] are not resilient to the strong attacker who can
capture and read the destination field of a packet. The reason
is that they put the receiver address in the packet header
to forward the messages. On the contrary, RRHA protects
the sink privacy effectively as the address of the sink is
not included in the packet. Even an attacker captures an
intermediate node, the node only has a 0.033 probability to
be the sink in RRHA with M = 3 and L = 10.

Table III. Probability of revealing the sink privacy.

Types of attacks LPR RRHA SPR

Active attacker 1 0.033 1
Single passive attacker 0.062 0.033 1
Multiple passive attackers 0.25 0.033 1
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Passive attackers can observe the network traffic and
reach the sink by tracing the packets. Again, SPR does
not provide any protection to the sink privacy. An passive
attacker can trace the packet from the source hop-by-hop
to the sink easily in SPR. On the other hand, both LPR
and RRHA protect the sink privacy very well against pas-
sive attackers. Even multiple passive attackers can trace the
packets along all the paths for the real data and dummy
packets in LPR, they still cannot tell which path is leading
to the sink. Similarly, the passive attackers will not know
which intermediate node along the paths in RRHA is the
sink.

7. CONCLUSIONS

In this paper, we have proposed RRHA, a randomized
routing scheme with hidden address, which provides sink
anonymity for WSNs. The identity and location of the sinks
are kept private in the network. Our scheme avoids the iden-
tity and the location of the sink to be revealed and to become
the target of attacks. The sensors do not specify the destina-
tion of the packets when reporting their measurements, so
that the attackers cannot obtain the location of the sink even
they can read the header fields of the packets. The pack-
ets are forwarded along different random paths which are
decided by the intermediate nodes randomly and indepen-
dently, such that the attackers have no hint of the sink from
observing the flow of network traffic. We have evaluated
our proposed scheme by both analysis and simulations in
terms of the successful delivery rate, packet travel delay and
protection strength. The results show that RRHA provides
strong protection for the sink privacy against both active
and passive attackers. In the future, we will enhance the
performance of our proposed scheme and extend our work
for the networks with mobile sinks.
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